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ABSTRACT
In image classification problems, especially those involving tumor
or precancerous lesion, we are usually faced with the situation in
which the cost of mistakenly classifying samples in one class is
much higher than that of the opposite mistake in the other class.
Therefore it is essential to include cost information about classes
in our classification methods. This paper applies a cost-sensitive
2ν-SVM classification scheme to cervical cancer images to sepa-
rate diseased regions from healthy tissue. Using this method, we
are able to specify a higher weight to the class that is deemed more
important. To the best of our knowledge, cost-sensitive SVM based
medical image classification has not been done before. We specif-
ically target segmenting disease regions in digitized uterine cervix
images in a NCI/NLM archive of 60,000 images. Our second con-
tribution is the introduction of a multiple classifier scheme instead
of the traditional single classifier model. Using the multiple classi-
fier scheme improves significantly classification accuracy as demon-
strated by our experiments.

Index Terms— Image classification, classification cost, cost-
sensitive classifiers, tissue segmentation, multiple classifier system,
segmentation evaluation, support vector machines

1. INTRODUCTION

To make images searchable by content in large medical archives,
it is very important to reliably segment and label different tissue
regions, especially biomarker regions, in images. We consider the
automated segmentation problem in a very large archive of 60,000
digitized uterine cervix images, created by the National Library of
Medicine (NLM) and the National Cancer Institute (NCI). These im-
ages are optical cervigram images acquired by Cervicography using
specially-designed cameras for visual screening of the cervix, and
they were collected from the NCI Guanacaste project for the study
of visual features correlated to the development of precancerous le-
sions. The most important observation in a cervigram image is the
Acetowhite (AW) region, which is caused by whitening of poten-
tially malignant regions of the cervix epitheliuem (CE), following
application of acetic acid to the cervix surface.

The goal of our research is to develop robust automatic segmen-
tation methods for finding the Acetowhite and other important tissue
region boundaries in a large portion, if not all, of the cervigrams in
the NCI/NLM archive. This problem is very challenging because
images in the archive has large variations in their appearance due to
irregular illumination, shading and specularity, as well as differences
in subject, camera positioning and other acquisition conditions.

In this paper, after reviewing the earlier works done in cervi-
gram image analysis [1][2] and evaluating the potential of several
classical color segmentation methods including clustering, model-
based segmentation [3], Markov Random Fields [4] and Graph Cut

[5], we turn to a discriminative color segmentation approach that
exploits machine learning techniques such as Support Vector Ma-
chines (SVM) [6] to learn, from a ground-truth database, critical vi-
sual signs and construct efficient classifiers to distinguish different
tissue types.

Tissue classification in cervical images involves the identifica-
tion of precancerous lesions and biomarker regions such as Ace-
towhite. Since the impact of a false alarm is much less than a miss, it
might be intuitive to build classifiers that are lenient on false alarms.
However this does not mean that the false alarm rate could be ar-
bitrarily high. On this complex pattern recognition problem, we
can take an approach that is similar to Neyman-Pearson (NP) [11]
based classification, with the objective of segmenting the diseased
areas as accurately as possible while constraining false alarms under
a threshold value. In this paper, we employ cost-sensitive 2ν-SVM
classifiers that give a higher weight to the more important diseased
(or biomarker) tissue class.

Traditional pattern classification systems use a feature descrip-
tor and a particular classification procedure to determine the true
class of a pattern. However, one often needs to find a large number
of features to build accurate classifiers for given arbitrary problems.
Classifiers that use a small set of features may result in unstable clas-
sification performance, depending on the discrimination power of
the feature set and the complexity of the classifier. In cervical image
classification, classifiers generally perform well only on a limited
type of data due to large variations in image appearance. One ques-
tion that arises is whether we can combine the decisions of several
classifiers and obtain a new classifier with performance better than a
single classifier working in isolation.

Multiple classifier systems (MCS) are developed for situations
in which individual classifiers perform well only for limited types
of data. By using an estimation algorithm, STAPLE [7], on the out-
puts of multiple classifiers, it is possible to get better classification
performance than using a traditional single classifier.

The STAPLE algorithm uses iterative likelihood information
about individual pixels to estimate the hidden true segmentation
of diseased areas (AW) of a given test image. In our experiments
we used a large number of classifiers for MCS such that the set of
classifiers are sufficiently rich and all types of inputs are included in
their specialty.

2. METHODOLOGY

For every image in a set of 939 cervigrams in the NLM/NCI archive,
the ground truth boundaries of diseased AW and healthy CE tissue
regions are drawn by medical experts. In this paper, we consider
boundaries drawn by only one expert per image. After our initial
experiments with these images, we discovered that the RGB color
space does not perform very well separating AW and CE regions.
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Table 1. Classification performances using different kernels
Classification Accuracy

Image # State Linear Poly Rbf

Image 1 TP % 70.2 % 66 % 67.6
FP % 7.65 % 6.3 % 4.75

Image 2 TP % 61.2 % 58 % 59.7
FP % 5 % 4.1 % 4.2

Image 3 TP % 47.2 % 37.9 % 42.3
FP % 3.2 % 1.74 % 1.45

Next, we converted from RGB to HSV color space and obtained nice
separation between AW and CE regions. Thus the feature space is
built by using the HSV color space information as well as gray-level
intensity information following a normalization process. Results ob-
tained using these set of features are very promising.

2.1. Image Preprocessing
Illumination variation causes specular reflections in the cervigram
images. These specular reflection (or highlight) areas need to be
removed in order to achieve high classification accuracies. Although
we were able to remove most of the reflections in cervix regions
of the images by using the reflection removal algorithm mentioned
in [8], we also applied k-means clustering to further eliminate the
reflections that are missed by the algorithm.

2.2. Training Set
The training set is built by taking samples from the Acetowhite (AW)
region and the cervix (CE) region of images with expert bound-
ary markings. For each image, 100 points are collected from the
Acetowhite region as diseased (or positive) samples and another 100
points are collected from the CE region as healthy (or negative) sam-
ples. This is a time consuming process that is done manually. For
the following experiments, a total of 35 images are used, of which,
18 images are used for training and 17 images are used for testing.

Using the training data, we built cost-sensitive support vector
machine classifiers to separate the AW region from CE region. We
have tested several kernels (i.e. linear, polynomial, Rbf kernels) to
observe the variation in classification performances. Linear and Rbf
kernels achieve good separation between different classes. Figure 1
shows the visual comparison between 3 different kernels on 3 sample
test images shown in Row 1 of Figure 1, and Table 1 provides the
numerical comparison values for these 3 sample images. It can be
observed that the Rbf kernel has comparably good performance, with
high True Positive (TP) fraction and low False Positive (FP) fraction.

Therefore, in the following sections, we will present our re-
sults using Rbf kernels. We have collected several thousand train-
ing points from our training images. In order to reduce the amount
of computation during testing, we extracted a section of the images
that contains both the cervix region (CE) and diseased region (AW).

2.3. Classification method
Support Vector Machine (SVM) is a classification method that is
frequently used in image processing and pattern recognition ap-
plications. If we let (xi, yi), i = (1, · · · , n) denote the training
data,where xi ∈ Rd is a d-dimensional vector and yi ∈ {−1, 1}.
The objective of SVM is to build a decision hyperplane,

w · x + b = 0 (1)
that separates different classes with the maximum margin-distance
between decision hyperplane and the closest point to this decision

Fig. 1. Original test images (Row 1), Performances of Rbf (Row 2)
kernel, polynomial (d=2) kernel (Row 3) and linear kernel (Row 4)

hyperplane [6]. Decision hyperplane is obtained after solving a con-
vex quadratic programming problem shown in (2). The originally
proposed SVM formulation (2) is usually referred as the C-SVM

min 1

2
||w||2 + C

n∑

i=1

εi

st. yi(k(w,xi) + b) ≥ 1− εi for i = 1, 2, · · · , n

εi ≥ 0 for i = 1, 2, · · · , n

where C ≥ 0 is an error penalty parameter that controls overfitting.
In certain classification applications, there is a disadvantage to

the above C-SVM formulation (Eqn. 2), which penalizes the errors
of both classes equally since the C value is the same for all classes.
However, there are cases where one class is more important than the
other, therefore it is necessary to assign a higher cost to misclassifi-
cation for one class than the other. For instance, classifying an AW
sample as CE is much more costly than labeling a CE sample as
AW. A weighted SVM method, called 2C-SVM, is proposed [9] for
classification applications where a classification error of one type is
more expensive than the other. Recently, a variation of the 2C-SVM
method, 2ν-SVM, is presented [10] and it gives different weights to
different classes. It is proven [10] that the P2C and P2v are closely
related and equivalent.

2ν-SVM searches for the best ν parameter on a [0, 1]2 grid, and
it has the following primal formulation:

min 1

2
||w||2 − νρ +

γ

n

∑

i∈I+

εi +
1− γ

n

∑

i∈I−

εi

st. yi(k(w,xi) + b) ≥ ρ− εi for i = 1, 2, · · · , n

εi ≥ 0 for i = 1, 2, · · · , n

ρ ≥ 0
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Fig. 2. AW vs. Cervix color sample distributions in HSV space.
a)Samples from one image b)Samples from three images c) Samples
from six images.

Table 2. Results using different classification schemes
Classification Accuracy

Image # State Standard Multi-classifier system

Image 1 TP % 65.3 % 57
FP % 30.6 % 9.5

Image 2 TP % 66 % 67.6
FP % 7.2 % 4.75

Image 3 TP % 32.4 % 50.6
FP % 5.6 % 6.3

Image 4 TP % 66.6 % 67.5
FP % 28.4 % 19.9

A cost-sensitive extension of 2ν-SVM [10] is proposed which,
instead of parameters ν and γ, is formulated using ν+ and ν−, where

ν+ =
νη

2γη+
, ν− =

νη

2(1− γ)η−

(2)

ν+ and ν− show the upper bound on the fraction of margin errors
and the lower bound on the fraction of support vectors from the class
+1 and the class −1, respectively. In summary, 2ν-SVM conducts a
grid search over the SVM parameters, and we choose the parameters
that minimize FP fraction and maximize TP fraction.

2.4. Multiple Classifier System
The colors of AW and CE regions in the cervical images vary greatly
from one image to another. When all of the training data are used at
once for training a single classifier, the classifier makes a tremendous
amount of misclassification. We can get an intuition about the high
misclassification rate by looking at the color sample distribution of
images. Figure 2 shows that we lose the nice separation between
AW and CE regions if we include more images to train the classifier.
Therefore, we opt not to use the all-data-at-once training procedure
after observing its detrimental effects on classification performance.

We train a set of classifiers by dividing the training set into
smaller training sets, and then we can use the output of each clas-
sifier to estimate the true segmentation of a given test image. For
instance, if we have N training images, we will build N different
classifiers, one for each training image. Given a test image, the out-
puts of these N parallel and simultaneous classifier segmentations
are used in the STAPLE Algorithm [7] to estimate the hidden true
segmentation of the test image.

Our results indicate that the performance of this new classifica-
tion scheme is better than the standard single-classifier method. Fig-
ure 3 shows some comparison between the standard and the Multiple
Classifier System classification and Table 2 presents the numerical
values corresponding to Figure 3.

2.4.1. STAPLE Algorithm
This section describes a version of an EM algorithm for estimating
the hidden true segmentation from a collection of segmentations by

Fig. 3. Original test images (Row 1), Performances of the Standard
(using all training data at once) classifier (Row 2) and the Multiple
Classifier System (Row 3)

iterative estimation. Each segmentation is obtained as the output of
the 2ν-SVM classifier, and using these set of known segmentations,
we want to estimate the performance parameters and recover the hid-
den true segmentation as accurately as possible.

Suppose we have an image of N voxels and the task is to seg-
ment a structure in that image by indicating the presence or absence
of the structure at each voxel. And suppose we have R segmented
images obtained as the outputs of 2ν-SVM classifiers. Now, we want
to recover the hidden true segmentation of a test image from these
collection of classifier segmentations.

Let p = (p1, p2, · · · , pR) denote the sensitivity parameter char-
acterizing the performance (or contribution) of each one of the R
segmentations, and q = (q1, q2, · · · , qR) denote the specificity pa-
rameter.

LetD be theN×Rmatrix describing the binary decisions made
by each segmentation at each voxel of the image and let T denote
the hidden binary true segmentation that we need to estimate. The
objective of the STAPLE algorithm is to estimate the performance
level parameters (p,q) of observed (classifier) segmentations which
maximize the log likelihood function,

(p̂, q̂) = arg maxp,q lnf(D, T |p, q) (3)

E− step: we derive an estimator for the unobserved true segmen-
tation. We first derive an expression for the conditional probability
density function at each voxel i assuming voxel-wise independence
and the previous estimate of the performance parameters (p, q).

f(Ti|Di, p
(k−1)

, q
(k−1)) =

∏
j
f(Dij |Ti, p

(k−1)
j , q

(k−1)
j )f(Ti)

∑
T ′

i

∏
j
f(Dij |T ′

i , p
(k−1)
j )f(T ′

i ))

(4)
where f(Ti) is the prior probability of Ti. Now if we consider the
above equation for Ti = 1 and Ti = 0.

a
k
i = f(Ti = 1)

∏

j

f(Dij |Ti = 1, p
(k)
j , q

(k)
j ) =

f(Ti = 1)
∏

j:Dij=1

p
k
j

∏

j:Dij=0

(1− p
k
j )

(5)

b
k
i = f(Ti = 0)

∏

j

f(Dij |Ti = 0, p
(k)
j , q

(k)
j ) =

f(Ti = 0)
∏

j:Dij=0

q
k
j

∏

j:Dij=1

(1− q
k
j )

(6)
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Table 3. Results using different classification schemes
Classification Accuracy

Image # State Standard Multi-classifier system

10 Images TP % 47.9 ± 13.9 % 58.95± 12.1
FP % 8.54 ± 6.28 % 7.43± 7.19

where j : Dij = 1 denotes the set of indices for which the decision
of SVM classifier j at voxel i has value 1. Using ak

i and bk
i we write

the conditional probability of the true segmentation at each voxel,

W
k−1
i = f(Ti = 1|Di,p

(k−1)
,q

(k−1)) =
ak−1

i

a
(k−1)
i + b

(k−1)
i

(7)

This weight W (k−1)
i indicates the probability of the true segmenta-

tion at voxel i being equal to 1.
M− Step: Once we obtained the estimated weight variables
W

(k−1)
i then we can find the values of the classifier performance-

level parameters(pk , qk ) that maximize the conditional expectation
of the complete data likelihood function:

p
(k)
j =

∑
i:Dij=1 W

(k−1)
i

∑
i
W

(k−1)
i

(8)

q
(k)
j =

∑
i:Dij=0(1−W

(k−1)
i )

∑
i
(1−W

(k−1)
i )

(9)

We keep iterating until a convergence criterion is satisfied to stop the
EM iterations [7].

3. EXPERIMENTS

In certain classification applications, the cost of mislabeling a sam-
ple that truly belongs to one class (e.g. AW) is much higher than
the cost of mislabeling a sample in the other class (CE). Therefore
it might be intuitive to build classifiers that have a bias toward the
less costly class. However, we need to avoid the false alarm rate
from being arbitrarily high. So the overall objective is to find the
diseased area as accurately as possible while minimizing the overall
cost. So far we have presented the performances of different kernels,
and advantage of using a multiple classifier system. Table 3 shows
the benefit of using cost-sensitive SVM and the multiple classifier
system over the simple single C-SVM classifier. In Table 3, we used
10 test images and the table shows the mean classification accuracy
and standard deviation for the 10 test image set.

In all our experiments we use a radial basis function kernel and
search the σ parameter from 10−2 to 103. For the 2ν-SVM method
we considered a 10 × 10 regular grid of (ν+,ν−)∈ [0, 1]2. During
the training stage, we manually determine the best performing pa-
rameters and then we use these parameters during the testing stage.
For example, given a new test image, we apply to it the cost-sensitive
2ν-SVM classifiers built using pre-determined σ and (ν+,ν−) val-
ues. Each 2ν-SVM classifier gives us a segmentation, and these
collection of segmentations are used in the STAPLE algorithm to
estimate the hidden true segmentation.

4. CONCLUSIONS

SVM is a classification method that is widely used in image clas-
sification. However, there are situations where we have to assign a
higher weight to one class than another class. In this paper, a cost-
sensitive SVM is used to classify tissue regions (i.e AW, CE) in a

cervix image. Furthermore we proposed the use of a cost-sensitive
SVM based multiple classifier system to improve classification per-
formance. The methods have shown promising results on a small set
of images, with each image giving us hundreds of AW and CE pixel
samples. Classifiers can also cooperate in ways other than a parallel
combination. Given that we are more concerned with segmentation
accuracy than efficiency, we are currently working on dynamic clas-
sifier selection, in which the system will dynamically select the most
suitable classifiers for a given test image.
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